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Abstract. The encoding of time-varying stimuli in linear and half-wave rectifying neurons is
studied. The information carried in single spike trains is assessed by reconstructing part of the
stimulus using mean square estimation methods. For the class of models considered here, the
mean square error in the reconstructions and estimates of the rate of information transmission
are computed analytically. The optimal encoding of stimuli having statistical properties of
natural images predicts a change in the temporal filtering characteristics with mean firing rate.
This change relates to those observed experimentally at the early stages of visual processing.
The transmission of information by model neurons is shown to be fundamentally limited to

a maximum of 1.13 bit/spike and it is conjectured that nonlinear processing is necessary to
explain higher rates which have been observed experimentally in certain preparations. In spite
of the fact that single neurons might not transmit information efficiently, a substantial part of

a time-varying stimulus can be recovered from single spike trains. In particular, our results
demonstrate that a small number of ‘noisy’ neurons can carry precise temporal information in
their spike trains.

1. Introduction

The neuronal coding and processing of sensory information is a subject which is presently
being actively investigated [1,22,5,30,8]. Recently, methods of stochastic estimation
theory [35, 24] have been applied to study the coding of random stimuli in the spike trains of
various peripheral sensory neurons [5, 28]. By presenting repeatedly to an animal a stimulus
drawn from a given probability distribution and recording the action potentials of a single
cell, it is possible using stochastic estimation methods to reconstruct part of the stimulus
from the recorded spike occurrence times, and hence to assess the information carried by
the cell about the stimulus. The reconstruction algorithm and the more traditional Wiener
kernel method [21] can be understood as complementary tools to investigate the information
processing performed by a cell on its input signals. In both cases, one expresses the variable
of interest as a \olterra series,

V= Fo+ Fi(2) + Faz, 2) + -+ (1.1)

where in the Wiener approach is the mean firing rate of the cell (or the intracellular
membrane voltage), while is the stimulus, which consists of wide-band white noise (see
figure 1(A), withz = s andy = Oy). When applying the reconstruction algorithgis the
stimulus which was presented to the cell ani the spike train, from which one attempts
to reconstruct the stimulus (see figure 1(B), with= x and y = ses). The main goal
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of the Wiener approach is to compute the kerngJsFi, F», ... which provide a compact
characterization of the processing performed by the neuron. The accuracy of the model
obtained is assessed by computing the mean square error between the output (1.1) and the
experimental output. It turns out that the kernels obtained from reconstructions are related
in a complicated way to the encoding mechanisms of the cell (see section 5) and one is
therefore mainly interested in the mean square error between the stimulus and estimated
stimulus. As illustrated in figure 1(B), the mean square error in the reconstructions will
depend on the preprocessing of the stimulus by the cell. If, for example, the stimulus
contains frequencies higher than those encoded by the neuron, any information about them
will be lost in the spike train and these will contribute significantly to the mean square error
in the reconstructions (see section 2 and [11]). Hence, the choice of the bandwidth of the
stimulus plays an important role and will significantly affect the calculated mean square
error whereas it does not play any role when computing Wiener kernels (as long as the
stimulus bandwidth is wide enough). Ideally, one would therefore like to pick a stimulus
ensemble having a cut-off frequency matched to the frequencies that the cell encodes.
While the bandwidth of a cell could be defined from a Wiener kernel model, we will show

in sections 2 and 5 that an ‘effective bandwidth’ can also be determined from the signal-
to-noise ratio of wide-band white noise reconstructions. It is then possible to measure the
encoding capabilities of the cell by performing reconstructions of stimuli having a cut-off
frequency matched to it.

An alternative way of characterizing reconstructions is to compute the mutual
information rate between the experimental and estimated stimulus (1.1). The only quantity
which can easily be computed,g (see section 3 and appendix A; [32,5,28,11)), is a
lower bound on the rate of information transmission. It follows from the results derived in
sections 3, 4 and 5 that compariigs with a different information theoretic quantity, the
e-entropy (or rate-distortion function), allows one to draw some interesting conclusions
on the ‘efficiency’ of single neurons to convey information on the presented stimulus.

The main subject of this work is to study the encoding of time-varying stimuli in
the spike trains of simple model neurons by using the reconstruction method summarized
above. We use a simplified integrate-and-fire neuron whose mean firing rate is proportional
to a linearly filtered and half-wave rectified version of the stimulgg. To implement
the variability which is usually observed in response to several presentations of the same
stimulus, the model possesses a random threshold (see figure 1(C)): the somatic current
gs(t), which is obtained from(¢) by linear filtering and half-wave rectification is integrated
to yield the somatic membrane voltage (the spontaneous activity of the cell is set to zero).
Once threshold is reached, a spike is generated, the voltage is reset to zero after a refractory
period and a new threshold value is drawn from a fixed probability distribution. The
simplification performed in section 4 consists of setting the refractory pérexlial to zero
and choosing an exponentially distributed random threshold.

The choice of this model in motivated for two reasons. Firstly, there exists a number
of neurons for which the approximation of linear filtering and half-wave rectification is
expected to be meaningful. For example, the X-pathway in the cat (and monkey) visual
system from retinal ganglion cells to simple cells in striate cortex has been shown to
be satisfactorily described in this way (see, e.g., [29,7,10]), although deviations from
linearity and half-wave rectification are expected [14, 25]. As shown in [11], this model also
allows the investigation of some aspects of nonlinear processing. The second reason lies
in mathematical simplicity: by choosing a vanishing refractory period and an exponentially
distributed threshold it follows that the spikes of our neurons are generated independently
of each other (i.e. are Poisson, see appendix B). Furthermore, since we consider only the
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Figure 1. Schematic representation of the traditional Wiener kernel approach, the reconstruction
method and the neuron model used in the subsequent sections. (A) In the Wiener approach, the
experimental output is used to compute the kernels which constitute a model of the transformation
performed by the neuron on the stimulus. The model validity is assessed by computing the mean
square error between the experimental and predicted outputs. (B) In reconstructions, the output
spike trains are used as an input to the algorithm which estimates the stimulus. Preprocessing
of the stimulus by the neuron can strongly influence the outcome of the reconstructions. (C)
The neuron model is an integrate-and-fire neuron with random threshold: the stimulus is filtered
by F (we assume linear filtering and half-wave rectification) and the ougpig added togo
(representing the background activity of the cell, in the followgds set to zero). The somatic
currentgs is integrated to yield membrane voltagfeand when the threshold is crossed a spike

is fired, the voltage is reset to zero after a refractory pesiaahd the threshold is set to a new
random value (the model used is a simplified version of this general model, see text for details).

encoding of Gaussian stimulus ensembles with zero mean, we can treat simultaneously
the spike trains of two half-wave rectified cells, one encoding the positive and the other
the negative variations of the stimulus (such as ON and OFF cells, for example) and,
by using this trick, simplify the algebra. This allows us to compute exactly the cross-
correlation between the spike trains and stimulus and the power spectrum of the spike trains
(see section 4) and subsequently to investigate the encoding properties of these models
analytically (see section 5). We show in particular that the reconstruction of a time-varying
stimulus depends on the firing rate of the model neurons. While the mean square error



64 F Gabbiani

decreases with increasing mean firing rate, the information transmitted is fundamentally
limited: it is not possible for the model neurons considered here to transmit more than
/4 10g(2) = 1.13 bit/spike of information about a time-varying white noise stimulus. These
analytical results are only valid for the simplifications discussed above, but more general
threshold distributions and stimulus ensembles, as well as a non-vanishing refractory period,
could be investigated using computer simulations.

In section 6 two specific examples are considered: neuron models which low-pass filter
their inputs and a simplified model of LGN cells. In the latter case we consider the encoding
of Gaussian white ensembles as well as of stimuli having the power spectrum of natural
visual scenes (as recently measured in [8]). This allows us to investigate the effect of noise
on neuronal coding and to show that the optimal encoding of natural visual stimuli predicts
a transition from low-pass to band-pass temporal filtering as a function of mean firing rate.
Similar changes have been reported in the literature for retinal ganglion cells and LGN cells
[31,29].

The implications of these results and their relation to earlier work will be addressed in
the concluding section of the paper. Most of the proofs will be relegated to appendix C.

2. Linear mean square estimation of a stimulus from a spike train

Let so(¢) be a random stimulus presented to the animal &jid) the spike train recorded
from a cell. We assume thag(z) and xo(z) are (real-valued) stochastic processes which
are jointly (weakly-) stationary (that is, their joint one- and two-point correlation functions
are time-translation invariant) and thatz) andx(¢) have finite variance|so(t) — so|%) =
(I50(0) — 50/%) = 0® < 00, (|x0(t) — A%) = (|x0(0) — A|?) < oo, wherexr = (xo()) is the
mean firing rate andy = (so(t)) the mean value of the stimulus. In these equations, the
brackets,(-), denote average over the joint stimulus and spike train ensemble.

If s(z) = so(t) —so andx(r) = xo(¢) — A are the stimulus and spike train with their mean
value subtracted, we define the auto-correlations and cross-correlation of the stimulus and
spike train aR,(t) = (s(@)s(t+ 1)), Rex(t) = (x(t)x(t+17)) and Ry, (t) = (s(t)x(+ 1)),
respectively. A linear estimatgs(r) of the stimulus given to the spike train is obtained by
setting

+00
Sest(t) = / din (1) x(t — 12)

o0
for a square integrable functign The filters is to be chosen in such a way as to minimize
the mean square error between the stimulasd the estimate.g;

€2 = (Is(t) — sestt)|%) = (Is(0) — sest0)[%) (2.1)

where the last equality follows by stationarity. The orthogonality principle (see, e.g., [24],
propositions V.C.2 and VII.C.1) implies that the optimal filiesatisfies the equation

Rsx(‘[) = (h * Rxx)(_f) (22)
where the convolutiory = g of two functions f andg is defined by

+00 +00
(f*g)1) = / dry f(1)g(t — 1) = / diy f(r — 11)g(t1) = (g * ().

Equation (2.2) is solved by Fourier transformation. For a square integrable furctien
define the Fourier transform @f through

n +o00 . 1 +00 R )
h(w) = / dr h(z)e*" h(t) = o / dw h(w)e™'"

o] o0



Coding of time-varying signals in spike trains 65

and for the auto-correlation and cross-correlation functions of the stimulus and spike train we
set Sy (@) = Rys(w), Sex(@) = Ry (w) and Sy, (w) = Ry, (w). We restrict our attention to
stimuli and spike train ensembles for which these functions are well defined and continuous.
Furthermore, we assume the stimulus to be bandwidth limifedw) = 0, if |w| > w.,
wherew, = 27 f. is the cut-off frequency and

O<e < S,(w)<C O<e<Sy(w) <C if we Ac= (—w¢; +wc)

for some positive constantsandC.
From equation (2.2) we obtain the optimal filterin Fourier space,

Ssx(_w) .
N —_— if we A¢

0 |f(,()¢Ac.

The solution (2.3) of the linear estimation problem is known as the non-causal Wiener
filter (see, e.g., [24], section V.D.1). The filterdepends only on second-order statistical
properties of the ensemble; hence different stimuli and spike train ensembles could lead to
the same optimal linear decoding strategy.

Remark 2.1 (i) If the stimulus or the spike train sample functions contain deterministic
components other than their mean value, these need to be subtracted as well in order for
the preceding arguments to remain valid ([35], section 2.4).

(i) We do not impose a causality constraint on the filteralthough it could be
implemented in several ways [11].

The difference betweens(t) ands(z) is the ‘noise’ contaminating the reconstructions,
n(t) = sesf(t) — s(¢). The noise has zero mean and its auto-correlation function is given by
Run(7) = Ry, (t)—(h*Ry,)(7) (Using equation (2.2)). The power spectrSm(w) = R, (@)
is obtained by Fourier transformation,

Sex 2
Snn (w) = Sss (a)) - % (24)

using definition (2.3) of the filtek. If we define the signal-to-noise ratio as

S5 (w) >1

SNR(w) = ) >

(2.5)
we can express the mean square eeroin terms of the power spectrum of the stimulus
and the signal-to-noise ratio:

- 1 [ 855 (@)
=R =5 | do gt (2.6)

The larger the signal-to-noise ratio, the smaller the mean square error. If, on the other hand,
the signal-to-noise ratio is equal to 1 in some frequency band A, the entire power

of the signal in this frequency band contributes to the mean square error. In the extreme
case where the spike train is completely unrelated to the presented stiSiNRgw) = 1,

Yo € A¢, the mean square error coincides with the variance of the stimulus ensembile,
€2 = 0. Hence, the relative mean erref,= /o, represents an adequate measure of the
accuracy of the reconstructions in the time domain, wijtk= 1 if the reconstruction of the
signal is not better than chance and— 0 in the limit of perfect reconstructions.
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Definition 2.1 Let the stimulus be wide-band white noise.dlfax > O is the frequency
at which the signal-to-noise ratio is maximad N R(wmax) = SNR(w) for o € A,
then the effective bandwidth of frequencies encoded by theisallefined as the interval
Ae = (Wmax — We; Wmax + We,) aroundwmax for which
SNR(w) — 1
SNR(wmay) — 1
The minimal valuerpmin will be set to 0.05 in the following.

Z I'min-

Remark 2.2 It will be shown in proposition 5.1 that, i, = 0.5, definition 2.1 coincides
with the usual definition of bandwidth for the model neurons studied in section 4.

3. Rate of information transmission

A lower bound on the ratél (s; sesp), at which the reconstructions transmit information on
the stimulus can be derived foKr) Gaussian. Since(r) was assumed to be bandwidth-
limited, it is completely determined by the corresponding discrete time précess, },cz,

where
- niw
S, =5 — nez
(O

according to Shannon’s sampling theorem (see [15], theorem 2.6.2)scd et {Sesy }xez
andn = {n; }rez denote the discrete time processes (sampled at the same frequghcy
ass) corresponding ta andses; and leti® = {fz,‘f}kez_ be thg Gaussian process h:_iving the
same covariance as= {ii;}rez. If we definel g = h(5) — h(i®), whereh(5) and i (%)
are the entropy rate of and7® respectively, ther (s; sesp is bounded below by

1(s; ses) = 1 (5; Ses) = h(5) — h(7t[Ses

> h(5) — h@) > Ie.

The last inequality follows because the entropy rate of a stationary pracesslways
smaller than the entropy rate of the corresponding stationary Gaussian piSdsse [15],

theorem 1.8.4).
From the entropy rate of a Gaussian process (see [15], theorem 2.4.1), we obtain

1 S5 () —
Ile=-——— | dwlo in bit s71). 3.1
T 4109 Ju, g(s,m(w)> ( ) <D
Several equivalent formulae for this lower bound are known and are summarized in

appendix A.
If the mean square error in the reconstructions?sit will be of interest to compare
I, 5 to the absolute lower bound given by

e = nf{I (53 P)I((s (1) = p(1)?) < €7).
I, is called thee-entropy or rate-distortion function in information theory. By definition it

follows thatl., < I, < €1 > €5; this need not be the case ffi.
For a bandwidth-limited, stationary Gaussian process [16],

. 1 Sss (@) : P}
= Wg(Z) N dw log max(znez, 1) (in bit s74) 3.2)

where the constartt? is uniquely determined by

/AC do min (SE(T“’); 92> =2 (3.3)

€
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Equations (3.2) and (3.3) allow us to compute numerically, although a closed form
expression will not be available in general.
A direct comparison of, and I g is possible if the stimulus is white.

Proposition 3.1 Let the stimulus ensemble be bandwidth-limited Gaussian white noise
ande? be the mean square error in the reconstructions. Then
(i) the e-entropy is given by the following formula:

—2fc -
I = | 1
092) og(er) (in bit s74)
(i) Ig > L.
Proof. See appendix C. O

In other words, the mutual informatioh(s; ses) can be expected to be larger than the
absolute lower bound determined By I, g and . will be compared for several examples
in section 6.

Finally, if A is the mean firing rate of the cell, we define a lower bound on the rate of
information transmitted per spike and thentropy per spike according & = 1,5/ and
Is=1I./A.

4. Spike trains of linear and half-wave rectifying model neurons

In this section we study the spike trains generated by a simplified model whose mean firing
rate is proportional to a linearly filtered and half-wave rectified version of the stimulus. It
follows from earlier results [12] that this model is equivalent to an integrate-and-fire neuron
with exponentially distributed random threshold and for which the refractory period has
been set to zero. These results are summarized in appendix B. The assumption of a random
threshold represents a convenient way to take into account the variability of spike trains to
the presentation of identical stimuli which is usually observed experimentally. However,
this assumption is not meant to imply that variability is solely due to the spike generating
mechanism. In many cases, there is good evidence that this is not the case (see, for example,
[20)).

Let s(¢r) be Gaussian, as specified in the previous sections. We will encode a linearly
filtered version ofs(7),

+o0 oo
gs(t) = / dr K (t — 11)s(t1) / dr |K (17)[* < o0 (4.1)

o0 oo

in the spike trains of two neurons, labelleéd.. The first neuron encodes the positive part
of the signal,gs(r) > 0 and the second neuron the negative part of the sigg@al < O.
We first formulate the encoding model for a finite time inter¢all’; T) and then compute
the correlation functions in the limif — oc.
Remark 4.1 (i) Causality requirek(t) = 0 for t < 0.

(ii) The Fourier transfornk () of K (¢) will be assumed to be continuous and bounded,
IK (w)] < C, for o € Ac.

Let an event = (11, n1; ...14, n;) consist of a collection of time points € (—T; T),
i = 1,...,1, recording the occurrence of spikes, and for each time ppifgt n; be a
discrete variablep; € {—1; 1}, specifying which of the two cells fired. The probability of
an evente given the sample stimulusis defined to be

P(els) = Qi(t1, n1; .. .11, nyls)
= Cp(ty, nils) - p(t;, mls) Qo(s) =C 4.2)
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where the normalization consta@t remains to be determined. In equation (4.2) we have
made the assumption that each individual spike is generated independently of other spikes.
The probability densityp (¢, £1|s) is defined as

p(t, £1s) = £4qs(1)6 (£qs(1)) (4.3)
with ¢gs(z) given by equation (4.1) and whefg-) denotes the Heaviside function,

0 if x <0

o) =
W=11 dxso.

From definition (4.3) it follows that neuron 1 will have a non-vanishing probability density
of firing at timer only if gs(r) is positive, whereas neuronl will have a non-vanishing
probability density of firing only ifgs(z) is negative.

It is easy to see that

p(t, 1s) + p(t, —1|s) = |gs(t)] (4.4)
p(t, 1s) — p(t, —1|s) = gs(1). (4.5)

The constanC in equation (4.2) is obtained from the normalization condition for the
probability density functiong;,

Qo(s)—i—z Z / /dtl -y Qiltr, na; . i, mils) = 1. (4.6)

By definition, eachQ;(:|s) is totally symmetric in its arguments. Plugging definitions
(4.2) and (4.3) in (4.6) and using equation (4.4) to compule_,, p(t1, n1ls), we obtain
Cc=eN, with N = [ drgs(t)].

The mean number of action potentials fired by neuron 1 in the intérval T) is given
by

i=1 N1y, 0=
_ o Nz 1
=e V)" -1 (/ dr, qs(f1)9(6]s(ll))> / dr1 gs(11)6 (gs(11)).
i=1
Hence, the instantaneous firing rate of neuron 1 at timsegiven byi; = gs(1)0(gs(?)).
Similarly, A_; = —gs(t)0(—gs(?)) is the instantaneous firing rate of neurefl and

A+ A1 = |gs(®)] the instantaneous firing rate of both cells under the driving stimulus
S.
To each event = (1, n1; .. .14, n;) wWe associate the samplez, ¢),

!
x(t.e) =Y nmult —t;) x(t,e)=0if =0 4.7)

of the stochastic procesgr) which represents the spike trains of both cells. The function
u(t) describing a single spike is positive, square integrable ﬁj’ﬁ dtu(®) = 1. In
subsequent sections we will consider the limit case = §(r), whered(¢) is the Dirac
delta function. Multiplication of each spike(r — #;) by n; in equation (4.7) allows us to
distinguish which of the two cells fired at timg
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Proposition 4.1 Let s(¢r) be a Gaussian stimulus ensemble, as specified in the preceding
sections, and:(¢) the spike trains generated by two model neurons driven by the stimulus
s. In the limit T — oo,

(s(ta)x(tp)) = ((u * K) * Ros)(tp — 14) (4.8)

(x(t)x (1)) = A (u > u")(ty — 1) + [(( *u") % (K % K") % Rs](tp — 1) (4.9)

where the averages on the left-hand side of equations (4.8), (4.9) are taken over the stimulus
and spike train ensembles, we have defin&d) = u(—t), K"(t) = K(—r) and

1 . 1/2
Ak = (lgs(D)) = ﬂ(/A dw IK(a))Ists(w)> (4.10)

is the mean firing rate of both cells averaged over the stimulus ensemble.

Proof. See appendix C. O

5. Properties of linear reconstructions

The optimal non-causal Wiener filter (2.3) decoding the spike trains of our model neurons
is obtained by Fourier transforming equations (4.8) and (4.9),

Sox (@) = A(@) K () Sys () (5.1)
Ser(@) = |A(@)]*(hk + 1K ()28 () (5.2)
so that choosing () = §(¢), we obtain
_ K(-0)S()
ok + IR (@)2Ss ()
The following result relates definition 2.1 with the usual notion of bandwidth.

h(w) (5.3)

Proposition 5.1 Let the stimulus ensemble be bandwidth-limited Gaussian white noise.
The signal-to-noise ratio in the reconstructions satisfies the equation

_ % 2
SNR(w) —1 _ LK(w)l . (5.4)
SN R(wmax) — 1 | K (@max) |2
Proof. This follows from equations (2.4), (2.5), (5.1) and (5.2). O

Remark 5.1 (i) It follows from equation (5.4) that definition 2.1 coincides with the usual
definition of bandwith forrmi, = 0.5 (i.e. A¢ is the range of frequencies for which the
attenuation in the gain is less thar8 dB).

(ii) Typically, single neurons never achieve the performance of electronic devices and
the engineering cut-off criterion has to be relaxed when applied to such systems. With
rmin = 0.05 the cut-off criterion corresponds to an attenuation-@8 dB. The choice of a
lower bound of 5% for the normalized signal-to-noise ratio in equation (5.4) is necessarily
arbitrary, but proved to be appropriate in this theoretical work. In an experimental situation,
one might want to choose a higher value depending on the accuracy of the numerical estimate
for the signal-to-noise ratio.

The encoding of time-varying stimuli in our model neurons is characterized by the
following three properties.
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Property 5.2 Let the stimulus ensemble be Gaussian and bandwidth-limited. The mean
square errore?, in the reconstructions is given by

1 Ak Sss
2 do K Sss(w)

€= — N (5.5)
21 Ac Ak + |K(w)|2Sss(w)
and is a monotone decreasing function of the mean firingxatevith
e > 0% (g — 0) and > u’= / dw S, (@) (g — 00)
A
whereA = {w|w € Ac and [K (w)]2 = 0} C A..
Proof. See appendix C. |

Remark 5.2 In the limit of low firing rates, the mean square error converges to the variance
of the stimulus, which is the worst possible error (see section 2)aAs> co the model
neurons are able to encode arbitrarily well the stimulus in the range of frequetgies
which are transmitted by the cell.

Property 5.3 Let the stimulus be Gaussian and bandwidth-limited.
(i) The lower bound/, g, on the rate of information transmission is given by

Is dw log (1 + )\i |12(w)|25”(w)> (in bit s71). (5.6)
K

T 4n 109(2) Ja,
As a function of the mean firing rateg, 1,5 is @ monotone increasing function satisfying
Ilg >0 (Ax — 0) and Iig > 00 (Ag = 00).

(i) The lower bound on the information transmitted per spillg, is a monotone
decreasing function of the mean firing ratg with

Is — 4|07; ) = 113 bitspike Gk — 0) and Is—0 (g —o00). (5.7)
Proof. See appendix C. O

Remark 5.3 Remarkably, the limik.x — 0 is independent of the statistics of the stimulus
ensembles;,; (w) and of the linear filteK (¢) preceding the spiking mechanism of our model
neurons.

Property 5.4 Let the stimulus ensemble be bandwidth-limited Gaussian white noise and
€2 be the mean square error in the reconstructions.
(i) As a function of the mean firing raté, I. is monotone increasing with

I. -0 (¢ — 0 I. — —@e lo w (Ag — 00)
¢ K ° " 2rlog(2) 9\ o2 K ’
(i) The e-entropy per spikel.s, is a monotone decreasing function of the mean firing
rate Ax with

Is— = 1.13 bit/spike (Ax — 0) Is— 0 (kg = 00). (5.8)

T
4log(2)
Proof. See appendix C. O

Remark 5.4 (i) In contrast tol g, I. remains finite when some frequency band of the
stimulus ensemble is not encoded.

(i) For Gaussian white noisé and I g converge to the same limit as — O; this
result will be discussed in section 7.



Coding of time-varying signals in spike trains 71

If the second-order statistics of the temporal stimuli to be encoded is known, it is of
interest to determine which filteK preceding the spiking mechanism will minimize the
mean square error in the reconstructions. This amounts to minimizing the functional

A(K) = i/ dw )LKAS”(CO) . (5-9)
2 Ac Ak + |K(a))|25m(60)

As shown by property 5.2, this minimization problem is only meaningful under the constraint
that the firing rate of the cellx is held constant,x = Ag, with A fixed.

Proposition 5.5 Let the stimulus be bandwidth-limited and Gaussian with power spectrum
Sis(w). The optimal filter gain|K (w)|?> which minimizes the functional (5.9) under the
constraint of a fixed mean firing ratg is given by
a V28 (w)V? - 1 :
s o Ak - if we A
K (0)(0) = Sys (@) (5.10)
0 otherwise

where the Lagrange multiplier and the domaim; = {w|a Y28, (w)¥? > 1} C A, satisfy
the constraint equation

32/ do S; (@)K ()2 (@) = ro. (5.11)
b g Ay

Proof. See appendix C. O

Remark 5.5 We do not consider the problem of finding a causal fikg(r) whose gain
|K¢(w)| approximates (5.10). This problem has been extensively treated in the literature
(see, for example, [23], section 12-1; [17], sections 14-8 and 14-9). An example showing
how a causal solutio.(7) is computed fromkc(a))| is treated in [8].

6. Examples

The results obtained in section 5 will now be applied to two specific examples. In both
cases, we first compute the effective bandwidth of frequencies encoded by the models and
then the relative error in the reconstructions of stimuli having a cut-off frequgneatched

to the effective bandwidth. We impose a minimal cut-off frequency of 15 Hz for the stimuli
when the bandwidth of model neurons is smaller than 15 Hz. The introduction of a lower
bound on the frequency content of the stimulus prevents its time fluctuations from becoming
arbitrarily slow.

Example 6.1 The simplest biologically relevant assumption f&r consists of low-pass
filtering [11]. The effective bandwidth of an exponential low-pass filtering neuron,

ae T if >0
0 otherwise

is given by
SNRw)—-1 1
SNR(O)—1 1+ w?t2

(we1 = wmax = 0) and with fo = wep/27 the criterion (5.4) corresponds tf =
V19/27t Hz. Table 1 givesf, for values ofr which are expected to lie in the physiological
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range. If the stimulus is Gaussian, white with a cut-off frequeagyand variance
o2 = R,(0), the mean square erref can be calculated using elementary integral identities:

2 2,22
, O 1 vy Twe a‘to
€e“=—|w;— — arctan = 6.2

wc< ¢ T JI+y (\/14‘)/)) T e ©2

(see equations (4.10) and (5.5)). The lower bouindis obtained similarly after a partial
fraction expansion and integrating by parts:

1 y 2 Twe 2
lg= ——+ log{1+ ——— —/1 arctan| ——) — — arctanr .
%= 21092 [“’ g( +1+wér2>+rv v <ﬁ1+y> . ‘”]
(6.3)

Table 1. Effective bandwidthAe = (0; fe) of low-pass filtering model neurons as a function of
the time constant of low-pass filtering,

T (ms) fe (Hz)

10 69

20 35

50 14
100 7
200 35

The optimal filter encoding the white noise stimulus is obtained from proposition 5.2.
SettingA; = A and solving the constraint (5.11) far/2 we obtain from (5.10)

2

. A
IR ()2 = % Ve A (6.4)
(0}

It follows from equation (6.4) that for the optimal filtering neurdy = I., whereas for
low-pass filtering neurond; g > I. (see figure 2(B)).

Figure 2(A) plots the relative mean error at various firing rates for low-pass filtering
neurons with time constants = 10 and 200 ms (see table 1) as well as for the optimal
filtering neuron in response to a Gaussian white stimulus (see equations (6.1) and (6.4)).
The cut-off frequencyf; is equal to fe (figure 2(A), top panel) or set to 15 Hz when
fe < 15 Hz (figure 2(B), bottom panel). It can be concluded that a single low-pass filtering
neuron encodes at least 10—-30% of a time-varying white noise signal in its optimal frequency
band. Furthermore, in the first case £ 10 ms) the mean relative error compares well
with the absolute lower bound set by the optimal filtering model. For a time constant of
200 ms, the effective bandwidth is strongly reduced (see table 1) and the performance starts
to differ significantly from the ideal one. Nevertheless, a low-pass filtering neuron with a
time constant of 200 ms is still able to encode between 10 and 30% of a time-varying white
stimulus having a bandwidth of 15 Hz. As shown in figure 2(B)2 varies between 0 and
a maximum of 40 bit s! (for r = 10 ms and a firing rate of 100 Hz). As expected, the
optimal filtering neuron always transmits more information about the stimulus than the low-
pass filter model neurons and, just as for the mean relative error, the difference between the
e-entropies of these two models increases within parallel with the decrease in effective
bandwidth. In the worst case,= 200 ms, /. /2 ranges from a minimum of 3 bit$to a
maximum of 10 bit s*.

It follows from equation (6.4) that in order to reconstruct a white stimulus as accurately
as possible, the linear filtek (#) should pass all frequenciese A equally well. This is
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Figure 2. (A) Relative error §, filled squares) in the reconstructions of a white stimulus as

a function of mean firing rater /2) for two low-pass filtering model neurons. The cut-off
frequency of the signal coincides with the effective bandwigdihfor t = 10 ms and is set

to 15 Hz forr = 200 ms. The empty squares report the relative mean error for the optimal
encoding of the same white noise stimulus (see equation (6.4)). (B) Comparison of the lower
bound for the rate of information transmissialg/2, empty squares) and tkeentropy (./2,

filled squares) for same low-pass filter models in response to a white stimulus. The circles report
the lower bound for the rate of information transmission andetleatropy of the optimal filter
model (g = I.) in response to the same stimulus.

consistent with the fact that the spike trains of our model neurons are Poisson processes;
in this case the noise introduced by the spike generation mechanism is independent of
frequency. If the power spectrum of the input signal is not white, the situation changes
drastically, as is illustrated in the following.

Example 6.2 The white stimulus considered in example 6.1 is not likely to be typical
of stimuli encountered in a natural environment. Although little information is presently
available on the temporal statistics of natural visual or auditory stimuli, it has been recently
reported [8] that the temporal power spectrum of natural time-varying images (in the limit
of zero spatial frequency) obeys a quadratic power law decayw? similar to the decay in
spatial power observed for static images [9]. This experimental result motivates our second
example,

u

Sul@) = e

(6.5)

where we have introduced a cut-off at low temporal frequencies to regularize the divergence
1/w? — oo asw — 0. The time constant is chosen equal to 1500 ms, close to the value
which approximates the power spectrum reported in [8] (see [8], figure 1, top). Note also
that we do not take into account the noise term of [8], equation (13) since an ‘effective
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noise’ is already present in the spiking mechanism of our model neurons, see the discussion
in section 7.

LGN filter
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Figure 3. (A) Gain of the optimal filter model as a function of temporal frequency for a stimulus
ensemble whose spectral power density decays quadratically with temporal frequency. The filters
are shown for firing rates ofx /2 = 5, 12.5, 25, 50, 75 and 100 Hz (from the smallest to the
largest gain), respectively (note the logarithmic temporal frequency scale; the units for the gain
of the filter are arbitrary and correspondgo= 1, see main text). (B) Relative erra ) in the
reconstructions of a white (empty squares) and a natural stimulus (filled squares) for the optimal
encoding filter model; the bandwidth of the input signal coincides with the effective bandwidth
of the cell (which depends on the mean firing rate, see tabjg 2; 15 Hz if fo < 15 Hz). (C)

Mean relative error for the gain of an LGN cell as measured experimentally [29] and fitted in
[8]. The bandwidth of the stimulus is equal to the effective bandwidth of the cell (18 Hz). (D)
Comparison between the LGN gain and the gain of the optimal filter model at a firing rate of
50 Hz (the effective bandwidths of the optimal and LGN filter models practically coincide at
this firing rate, see table 2). (E), (F) Comparison of the lower bound on the rate of information
transmission 4 g /2, filled symbols) and the-entropy (./2, empty symbols) in response to
white noise (squares) and natural stimuli (circles). (E) and (F) show respectively information
transmission of the optimal filtering neuron and of the LGN filter model.
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Table 2. Transition from low-pass to band-pass for the optimal filter model. The columns give
respectively the mean firing rateq/2) of each model neuron, the effective cut-off frequency,
the frequency at which the gajk (/)| is maximal and the rati@ = |K ( fpeaw|/IK (0.1)].

ro/2 (Hz)  fe (Hz) Speak (Hz) »

5 3 13 2.2
125 6 2.7 3.1
25 9 4.7 4.0
50 16 8.3 5.4
75 23 11.6 6.3

100 29 14.8 7.1

The optimal filter gain encoding the Gaussian stimuli (6.5) is given by

T 2wp + 720 1 1
2 arcsinf{twg) (1 + t20w?)1/2

IK (w)|? = %(1+ 20?) < (6.6)

for |w| < wo and |K (w)|2 = 0 for |w| > wp. The constantug entering this equation is
determined numerically from the constraint (5.11). We see from equation (6.6) tbialty

plays the role of an overall scaling factor so that we mayset 1 in the following.

The effective bandwidth depends on the mean firing rate of the model neuron. Table 2
gives the values of. = wez/27 (we1 = 0) for a range of firing frequencies, as determined
numerically from equation (5.11). Figure 3(A) shows the modylkisw)| for different

mean firing rates. The overall shape of the optimal encoding filter changes with mean firing
rate making a transition from low-pass to band-pass at high firing rates. This is further
qguantified in table 2 which reports the frequency at which the gain is maximal and the
ratio of maximal gain to gain at a fixed frequency of 0.1 Hz. The reason for this transition
is clear: at low firing rates the dynamic range of the model cell is limited and low-pass
filtering the signal leads to better reconstructions by eliminating signal power in a frequency
band where the cell cannot encode the signal. As the mean firing rate rises, the dynamic
range increases and higher stimulus frequencies can be encoded. These need, however, to
be amplified with respect to low frequencies, due to the rapid decay in signal power with
temporal frequency. After reaching a peak frequency, amplification becomes undesirable
because it also amplifies noise. Similar effects have been studied in mean firing rate models
by Atick and collaborators [3,19,8]. Figure 3(B) shows the mean relative errors in the
reconstructions of white and natural stimuli. In both cases, the power is limited to the
optimal frequency band of the model (see tablegf@+= 15 Hz if fo < 15 Hz). The relative

mean error was computed numerically for the white stimulus (using equation (5.5)) and
from equation (6.6) for the natural ensemble.

For comparison, figure 3(C) reports the relative mean error in the reconstructions of
similar stimuli when the filter gain is chosen to correspond to that of an LGN cell [29] as
derived in [8]. Since the power spectrum of equation (6.5) has an added low-frequency
cut-off compared to the spectrum given in [8], we modified the whitening filter equation of
Dong and Atick accordingly,

n V14 Tew?
w2 (14 w?/w? + 1/7t2w?2)3/?
in order not to underestimate the encoding of low-frequency components by the model.

In equation (6.7) the parameter, = 2xf, is taken from [8], with f, = 5.5 Hz. The
parametersy and t are those given for equation (6.5) amdis a scaling factor which

1K ()| = (6.7)
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determines the mean firing rate. The effective bandwidth computed from equation (6.7) is
18 Hz (Ae = (0; 18 H2) and f; is set to this value in figure 3(C). As can be seen from the
figure, at the same firing rate both filters reconstruct the natural stimulus much better than
the white one. This is to be expected from the results derived in example 6.1. Furthermore,
the LGN filter encodes white stimuli better than the optimal filter at low firing rates (this is
due to the low cut-off frequency of the optimal filter, see table 2) but performs significantly
worse than the optimal filter to encode natural stimuli. At low firing rates, its relative mean
error is higher (10-20%) than that of the optimal filter and at high firing rates (50 Hz or
more) the errors become comparable but its bandwidth is smaller. Indeed, the shape of
the LGN gain differs from the optimal one as illustrated in figure 3(D). Nevertheless, both
filters are able to encode between 10-50% of a time-varying white stimulus provided that
the bandwidth is limited to 15-30 Hz. In figures 3(E) and (k) and I, are plotted for

these two model neurons and for the same ensembles as in figures 3(B) and (C). In both
cases, the model neurons transmit more information when the stimulus is white than when it
is taken from the natural ensemble, the difference being as large as 1% fot $iring rates

of 100 Hz. In spite of this, the mean square errors in the reconstructions are always lower
for the natural ensemble than for the white one (see figures 3(B) and (C)). Furthermore, the
lower bound/ g is slightly larger tharv, in the case of white stimuli, but the difference is
pronounced for natural stimuli. In the example of the LGN filter modelanges from 0.4

to 6.5 bit s when the firing rate varies between 5 and 100 Hz whefgasanges from

3.5 to 17 bit s* for the same mean firing rates.

7. Discussion

In this concluding section, we discuss in turn the neuron models used, the quantification
of reconstructions and information coding in the light of the results obtained in sections 5
and 6.

7.1. The neuron models

Clearly, the model of linear and half-wave rectifying neurons with exponential threshold
defined in section 4 is an idealization of biological neurons. Linearity, for example, is
observed in a range of stimulus parameters, but additional compression and saturation effects
usually come into play at a certain level of response [2]. While half-wave rectification has
been observed to describe adequately the centre response dynamic of retinal X cells [34],
in the case of simple cells an expansive nonlinearity might lead to a better description
of experimental data [14]. Finally, the assumption that single spikes are generated
independently of each other has to be modified if one is to take into account the experimental
interspike interval statistics observed in LGN or retinal ganglion cells [18, 33]. Nevertheless,
the models studied here represent a reasonable starting point to study the encoding of time-
varying stimuli in single spike trains. The assumption of linear and half-wave rectification
has been widely used to fit experimental data (see, e.g., [29, 7]) or in theoretical studies
[8] and the additional assumption of independently generated spikes constitutes the simplest
generalization of mean firing rate models which is able to take into account single action
potentials. Furthermore, the resulting models have the considerable advantage of being
amenable to analytical solutions, as demonstrated in the preceding sections. Finally, the
connection to more general integrate-and-fire neuron models, explained in appendix B,
implies that it is possible to improve our models to include all the effects mentioned above
and to study them by computer simulations.
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7.2. Quantification of the reconstructions

As shown in sections 2, 5 and 6, it is possible to quantify the quality of reconstructions
using mean square error by first determining an ‘effective bandwidth’ and then using stimuli
restricted to the effective bandwidth of the cell. The effective bandwidth defined in section 2
was shown to coincide with the usual definition in the case of linear and half-wave rectifying
neurons (proposition 5.1). Hence, it plays a similar role in the reconstruction algorithm to
the bandwidth defined from a first-order Wiener kernel.

The e-entropy is an information theoretic quantity likeg but in contrast to it/ is
an absolute lower bound: it is not possible by any means to approximate the sigithl
mean errok by transmitting less information thah. For a Gaussian white noise stimulus
ensemblel g > I. holds (proposition 3.1) and, although no proof is available for more
general ensembles, this inequality is expected to remain true (as illustrated, for example, in
figures 3(E) and (F)). The quantityg — I. represents the minimal amount of information
that the neuron transmits in addition foto achieve a given fidelity criterioa. Since it is
possible to achieve the same performance by transmittinglonbne may regard, g — I. as
representing a lower bound on the ‘inefficiency’ of the neuron in reproducing the stimulus
to a mean accuracy. Alternatively, we may define a ‘coefficient of coding efficiency’
ceff = I(sest s)/I. > 1, taking the value 1 if the neuron transmits exactly the minimal
amount of information needed to approximate the stimulus to accuracglce > 1 if the
neuron is transmitting more than the ideal minimum. It follows from proposition 3.1 that
ceff = cg = 1, wherecg is defined byc g = I,5/I.. From properties 5.3 and 5.4 one
concludes that g will approach the theoretical lower bound of 1 in the limit of vanishing
firing rates. As the mean firing rate increases, the difference betwgesnd I, increases
as well (see figure 2(B)) and g ranges from 1.17¢ = 10 ms) to 1.45 £ = 200 ms)
for Ax/2 = 100 Hz. Interestinglyc g depends on the choice of the stimulus ensemble,
as illustrated in figures 3(E) and (F). When the stimulus is white, the valuggofor the
LGN and optimal filters is not significantly different from those given above, whereas in
the case of the natural stimulus ensemhle can be as high as 1.85 (optimal filter) and
2.6 (LGN filter) for firing rates ofAx/2 = 100 Hz. In these cases the model neurons
are transmitting at least twice as much information than ideally needed to approximate the
stimulus with the same accuracy. It will be of interest to compute valuaesgofiirectly
from experimental data. These theoretical results are complementary to those obtained in
[28]. In that study, the authors comparég to the entropy of the spike train (computed
by assuming a finite temporal resolution for the spike occurrence times) and showed that
I g represents 50-60% of the available spike train entropy. This demonstrates that single
cells were operating at more than half of their theoretical possibilities, but does not put the
reconstruction performance on an absolute scale.

As illustrated in figures 3(E) and (F), the rate of information transmitted by model
neurons, as well as the quality of reconstructions, will in general depend on the choice
of the stimulus ensemble. Both and I g are higher for white than for natural stimuli.

In contrast, the quality of reconstructions is considerably worse for the white than for the
natural stimulus ensemble (see figures 3(B) and (C)).

7.3. Signal processing of linear and half-wave rectifying model neurons.

Linear and half-wave rectifying neurons are in principle able to encode arbitrarily well a
time-varying Gaussian stimulus (see property 5.2; with= 0 we obtaine?> — 0 and
Ilg — oo asix — o00). However, for model parameters which are physiologically
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plausible, the mean error in the estimation is not expected to be negligible (see figures 2
and 3). These models are not able to transmit more than 1.13 bit/spike of information about
the stimulus, a result which is independent of the particular linear processing preceding the
spiking mechanism (see properties 5.2 and 5.3). Quantities of information transmitted per
spike which are compatible with this upper bound have been measured in the fly visual
system [27]. On the other hand, rates of information as high as 3 bit/spike have been
reported experimentally in certain preparations [28]. Assuming that our results can be
extrapolated to real neurons, they would imply that some kind of nonlinear processing is
underlying these high rates.

By imposing a principle of optimal computation for the encoding of signals having
the statistics of natural time-varying images [8], we were able to predict a transition from
low-pass filtering at low firing rates to band-pass filtering at high firing rates for the optimal
encoding by a model neuron (see figure 3(A) and table 2). A transition of the same nature
has been described experimentally in retinal ganglion cells [31] and similar effects were
reported for LGN cells [29]. We wish to emphasize that a similar prediction could be
obtained by starting from different principles of optimal computation than the one used
here. For example, optimal decorrelation as applied in [8] is also expected to lead to a
transition from low-pass to band-pass filtering. The interest of the derivation presented here
lies in the fact that it relies on optimal encoding in single spike trains and does not use
a mean firing rate model as its starting point. The optimal filter derived in example 6.2
is similar but not identical to the LGN filter obtained in [8] (see figure 3(D)). No attempt
has been made here to fit the experimental data (different optimal filters could be obtained
by considering different threshold statistics) and the assumption of Poisson spikes is most
probably an oversimplification for LGN cells [18].

As shown in figures 2 and 3, model neurons are able to encode an appreciable portion of
the time-varying changes of random stimuli in their spike trains. From these examples, one
can read that approximatively 20% of a white noise stimulus, having 20 Hz of bandwidth,
could be recovered from a single cell. In the case of the LGN model neuron, substantially
better estimates were obtained when reconstructing the natural stimulus ensemble (see
figure 3). This is due to the fact that this ensemble contains substantially less power at
high temporal frequencies than the white ensembles otherwise tested (see equation (6.5)).
Clearly, the LGN model used is schematic and better estimates of the information effectively
transmitted would require a refined analysis, but these results open the interesting possibility
that single LGN neuron spike trains might be able to encode more than 50% of a time-
varying natural stimulus. This hypothesis can be tested experimentally. In any case, the
fact that a single model neuron is able to encode 20% of a time-varying stimulus having
an approximative bandwidth of 20 Hz implies that only a small number of cells is needed
to carry precise temporal information. In order to recover an estimate to 10% accuracy,
averaging overN = ((1 — 0.2)/0.1)2 = 64 spike trains of independent neurons will be
sufficient. This estimate can be regarded as conservative since we are considering here
white input signals, but we have also neglected the fact that single cells might encode
a DC component in their spike trains and that there will usually be correlations between
the activity of the cells. By committing spikes to encode the mean value of the signal,
one expects that the capacity to register time-varying changes will be degraded. Similarly,
correlations between single neurons which can be on the order of 10-20% (see [36] and
references given therein) will also limit reconstruction accuracy.

Finally, we would like to emphasize that the results presented here were derived using
single spike trains of ‘noisy’ neurons. In our models, spikes do not possess any particular
timing precision or structure besides the modulation in firing probability induced by the
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stimulus. The stimulus is reliably encoded in their mean firing rate and single spike
trains always carry less information. It has recently been proposed [30], on the basis
of physiological and psychophysical evidence, that information might be carried in the
visual cortex of primates by fundamental signalling units consisting of pools of 100 ‘noisy’
neurons. Our results demonstrate that such an encoding scheme is theoretically possible. It
remains to be explained how such a distributed system extracts and processes the information
which is in principle available in single neuronal spike trains.
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Appendix A. Equivalent formulae for the lower bound I g

Let n1(¢) be the ‘noise’ in the reconstructions which is uncorrelated to the stimulys

Sest(t) = (g * (s +n1))(?) (A1)
where the functiorg(¢) is chosen so that
(s(t)na(r2)) = 0 Vi, ipeR. (A.2)

Equations (A.1) and (A.2) definey(r) and g(¢) uniquely.

Proposition A.1 The lower bound| g can be computed using either of the following two
formulae:

I do log(1 — g(w)) (A.3)

. -1
~ 4rlog(2) Ja,

_ 1 SSS(a))
e =4n log(2) /AC o log <1+ Snlnl(w)> A4

where S, (w) is the power spectrum ofy(z).

Remark A.1 (i) Equation (A.3) was first used by Steét al [32] to estimate the rate of
information transmitted by integrate-and-fire models stimulated with Gaussian white noise.
(i) Equation (A.4) was used by Bialek and collaborators in [5, 28].
(iii) The function g(w) is known as thecoherence functiorin system identification
theory [4].

Proof. From (A.1) and (A.2) it follows that

(s(t1)ses(t2)) = (g * Ryy) (12 — 11). (A.5)
On the other hand,
(s(t)Ses(t2)) = (h * Ry ) (12 — 11). (A.6)

Hence, combining (A.5) and (A.6)g « R,(t) = h » Ry (r), so that after Fourier
transformationg () Sys (w) = h(w) S, (w), or equivalently,
|Ssx(a))|2
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where we have used definition (2.3) of the filter It is now easy to show using
equation (2.4) that

Sys(@) 1

Snn(w) 1_§(a))

This completes the proof of equation (A.3).
We setr, — 1, = T and compute both sides of

((g *n1)(t1) (g * n1)(r2)) = ((Sest(t1) — (8 * 5)(11)) (Sesdt2) — (8 * 5)(12))). (A.8)

Expanding the right-hand side and computing each term separately, we obtain

(sest(t1)sest(t2)) = ((h" x h) * Ryy)(7) ((g *$)(t1) Sest2)) = (8" * h) * Ry:)(7)
(sest11)(g * $)(t2)) = ((g" * 1) * Ryx) (7) ((g *5)(11)(g *$)(12)) = (g * &") * Ryy) (D).

whereas for the left-hand side we have

((g *n1)(t) (g * n1)(t2)) = ((§ * 8" * Ruyny) (7)

where we have definet,,,, (v) = (n1(t)n1(t + 1)).
Fourier transforming (A.8), we obtain after use of equation (A.7),

18(@) Sy (@) = 1h(@)[* Sy (@) — 18()[* Sy ()
and it follows from this latter equation that

13
Sum(@) = =55 () (A.9)
g(w)

where we have again used equation (A.7). Equations (A.9) and (A.3) imply

equation (A.4). O

Appendix B. Relation between integrate-and-fire models with random threshold and
Poisson models

B.1. Model description

The model of integrate-and-fire neurons which we consider was described in figure 1(C).
The input signak(¢) is transformed by some operatbr(which represents processing of the
signal prior to the spike generating mechanism) into a positive somatic current. In section 4,
we assumed- to consist of linear filtering followed by half-wave rectification, with each

of the positive currentgZ(¢) driving one model neuron. In this appendix, we consider a
single neuron and denote lgy(z) the positive somatic current.

The currentgs(z) is integrated to yield the somatic voltagér). Once the membrane
potential y reaches the thresholdr) > 0, a spike is fired and the membrane voltage is
reset to zero after a refractory peri®ddThe threshold variabli(r) is constant between two
spikes at timeg; andr; 1, k(t) = k;, t; <t < t;11 and is updated after each spike according
to a probability distributionp(k). The discrete stochastic procegs},cz describing the
threshold could be chosen to have more complicated properties (e.g. [12]), we will however
consider onlyk,’s which are independent and identically distributed random variables.
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B.2. Equivalence with modulated Poisson processes

We assume that the refractory period is equal to zére=(0) and that the threshold is
exponentially distributedp (k) = pue ™ . If the injected current igs(t) we show that the
output spike trains coincide with the spike trains generated by a Poisson process with mean
rate ugs(t).
Since the output spikes are recursively determined from the threshold distribution by
t)l
k, = dr gs(1) n=12... (B.1)

th-1
the probability density that the neuron will fire action potentials at tmme. ., ¢, in the
interval (0; T') is given by

8 ]
Pltn, i t) = plha... ko) [det( S0 )| P(p < ko).

1

Herep = ftT dz gs(t), P(p < k,11) is the probability that the random varialllg ; > o and
the joint probability densityp (k1, ..., k,) for the threshold variablels, . .., k, is given by

plka, . k) = 1" exp( - uiki) =" exp( - u/o dr qsm)
after use of equation (B.1). Furthermore, -
P(p < kyy1) = /oo dk et = eXp< - M/T dt qs(t)>-
p) In
Sincek; = ki (ti_1,1;) = flf‘;l dr gs(t) we have

ok; — au(t)
o, A1

i

= —qs(ti—1)

and

dk;
det( azi]) = qs(t1) -+~ qs(tn).

Summing up these results,
T
plty, ... ty) = eXp( —f dr uqs(t))uqs(tl) o ugs(ty)
0

which is exactly the probability density of events for a Poisson process withueate).

Appendix C. Proofs

Proof of proposition 3.1 (i) is obtained by first determining? from the power spectrum
of the white noise and the constraint (3.3) and then solving/fan equation (3.2). (ii)
follows immediately from Jensen’s inequality ([13], paragraph 6.14).

Proof of proposition 4.1 We verify only equations (4.9) and (4.10). Equation (4.8) follows
in a similar manner and is easier to prove. We start from

/ De x(t,, e)x(t,, ) P(els)

o0 1 T
== > // diy - - Aty (1, €)X (15, €) Qi (11, n1; - .. 1i, mi|5)
+1 -T

i=1 """ ni,..ni=
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~ [e’e} 1 T i
= e‘”X:if| Z_ﬂ/m/T dtl--~dt,-< Z nenju(ty — tu(ty —t,-))

i=1"" ny,.,ni= k,j=1
x p(ty, nals) - -+ p(t;, nils)
where the left-hand side represents a convenient symbolic notation for the right-hand side.

Thei terms with#, = ¢; in the innermost sum and th¢ — 1) terms withz, # #; have to
be treated separately,

/ De x(t,, e)x(t,, e) P(els)

_ o 1 T i
=" L /-~-[Tdr1-~-dri (_X;nfu(ta—rj)u(rb—m>
i= j=

ny,...,nij=+1
x p(t1, nyls) - -« p(t;, nils)

> 1 T i
+97NZE _ilf~--/_T dt]_---dl‘i( Z niu(t, —tk)nju(t;, —tj))

jk=1
j#k

x p(t1, nals) - - - p(ti, nils)
and by performing first a change of integration variables and then passing the sum over

ni, ..., n; under the integral sign in both terms, we obtain
T

/Dex(ta»e)x([bae)P(els) =/ dry u(ty — t)u(ty — t1)lgs(t1)|
-T

+T
+ / Ay dizuty — tyuty — 12)qs(12)qs(r2)
-T

where we have used equations (4.4) and (4.5) to compute the sums:powerd ng,

J, k=1 ...i. Itis now easy to take th& — oo limit and to compute(x(z,)x(z,)) from

this last equation, by averaging over the stimulus ensemble. Since the stimulus ensemble
is stationaryLx = (|gs(r1)|)s is independent of; and the first term of the right-hand side

is seen to be equal tbg (u" * u)(z, — t,). For the second term we obtain after the change
of variablesty — 11 +t,, tp — —t2 + 1,

+00
/ / / / dry dirz ity dra u (t, — D)ty — 12) K (1) K (ta) (s (1 — t3)s (12 — 1a))
= [Mr * (M * (Kr * (K * Ru)))] (tb - ta)~

Combining these two equations we obtain the desired result.

The mean firing rate of the two neurons averaged over the stimulus ensemble can
be computed by noticing that sincgr) is Gaussian, the random variablg(r) =
ffo";o dny K (11)s(t — 1), is also Gaussian for € R. It has zero mean and its variance

is %25 = (|gs(1)|?)s = R,.(0), where the auto-correlation gf(¢) is given by

Rqsqs(f) = ((Kr * K) x Rgs) (7). (Cl)
Sincegs(t) is Gaussian,
oo 1 2 2 20, 2
SOy =2  dr———xe" e = T = 2 [(K" %K)+ Ry) (O]
(Igs()). A m%xe N «/E[(( * K) * Ry5)(0)]

using equation (C.1). Equation (4.10) is obtained by rewriting this latter expression in terms
of Fourier transforms.
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Proof of proposition 5.2 Equation (5.5) is obtained directly from (2.4), (2.6) and (5.3).
Scaling the filterk by a positive constant, K () — K™ (w) = nK(w), n > 0, is
equivalent to scaling the mean firing ratg by the same constamt r1x — )»5?) = nig.
We therefore consider the mean square error as a functign of

ez(n)zez(w):i/ do Ak S5 (@) _
2 Jae hx + 1K (@)[2S (@)

By exchanging integral and limit (see [26], theorem 1.10) we obtain from equation (C.2),

lim,_o €2(n) = o2

In the limit n — oo we have

(C.2)

lim €%(n) :/da)Sm(a))
n—o0 A
since

lim

n— o0

< )“KSSS(Q)) ) _ 0 ifa)EAC—A
ik K @)P2S(@)) | Ss@  ifweA.
Finally, using the Leibnitz rule (see [6], (17.14)),

Ly 1/d d( A Sss (@) ><o
d T 2x dn \ig + 11K (@)28,4 (@)

This completes the proof.

Proof of propositions 5.3 and 5.4 The proofs are completely similar to the proof of
property 5.2. The inequality

y
—— < log(1+ >0
ity gl +y) y

is needed to show thdg is monotone decreasing and the limits (5.7) and (5.8) follow from
I'H dpital's rule and equation (4.10).

Proof of proposition 5.5 Let

. 1 R NP,
Ki(w) = K () |K1(w)] =E|K(a))|

x}f

and ko = 7240, X(®) = |K1(w)|?. Minimizing (5.9) under the constrairity = A is
equivalent to minimizing

2(X) = / o os@ (C.3)
A¢ 1 + X(w) Sss (a))
under the constraints
AMX) = | dwX(w)S,(w) =io X(w) > 0. (C.4)

Ac
To find a stationary point of (C.3) under the first constraint of (C.4) we introduce a Lagrange
multiplier « and the functionalF (X, «),

F(X,a) = &(X) 4+ ai(X) (C.5)
=/ do G(X, w) + dw H(X, w)
Ac Ac
G(X,w) = & H(X, w) = X(w)S;s(w)

1+ X(@)Sss(w)
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so that the solution of the variational problem (C.5) is equivalent to solving (C.3) under the
first constraint of (C.4). Solving the Euler—Lagrange equation corresponding to (C.5) for
X (w), we obtain the two possible solutions,

X(@) +o Y285 ()2 -1 c A

w) = w
Sys (@) ¢

but we conclude from the second constraint of (C.4) that only the positive sign is allowed
in front of =2, If we let A; = {w|a V28, (w)¥2 > 1} C A, our final solution is

o ES@)P =1
X (w) = Sy (@) ' (C.6)
0 otherwise

where the Lagrange multiplier and the domaim\; have to satisfy the constraint equation
fAl do S (w) X (w) = Ao. Rewriting this in terms of K (w)|?> we obtain proposition 5.5.
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